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An audio beacon system, apparatus and method for collecting 
information on a panelist’s exposure to media. An audio bea 
con is con?gured as on-device encoding technology that is 
operative in a panelist’s processing device (e.g., cell phone, 
PDA, PC) to enable the device to encode and/or process 
media data and acoustically transmit it for a predetermined 
period of time. The acoustically transmitted data is received 
and processed by a portable audience measurement device, 
such as Arbitron’s Personal People MeterTM (“PPM”), or 
other specially equipped portable device to enable audience 
measurement systems to achieve higher levels of detail on 
panel member activity and greater association of measure 
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SYSTEM AND METHOD FOR UTILIZING 
AUDIO BEACONING IN AUDIENCE 

MEASUREMENT 

TECHNICAL FIELD 

[0001] The present disclosure relates to systems and pro 
cesses for communicating and processing data, and, more 
speci?cally, to communicate media data exposure that may 
include coding that provides media and/or market research. 

BACKGROUND INFORMATION 

[0002] The use of global distribution systems such as the 
Internet for distribution of digital assets such as music, ?lm, 
computer programs, pictures, games and other content con 
tinues to groW. In many instances, media offered via tradi 
tional broadcast mediums is supplemented through similar 
media offerings through computer netWorks and the Internet. 
It is estimated that Internet-related media offerings Will rival 
and even surpass traditional broadcast offerings in the coming 
years. 
[0003] Techniques such as “Watermarking” have been 
knoWn in the art for incorporating information signals into 
media signals or executable code. Typical Watermarks may 
include encoded indications of authorship, content, lineage, 
existence of copyright, or the like. Alternatively, other infor 
mation may be incorporated into audio signals, either con 
cerning the signal itself, or unrelated to it. The information 
may be incorporated in an audio signal for various purposes, 
such as identi?cation or as an address or command, Whether 
or not related to the signal itself. 
[0004] There is considerable interest in encoding audio 
signals With information to produce encoded audio signals 
having substantially the same perceptible characteristics as 
the original unencoded audio signals. Recent successful tech 
niques exploit the psychoacoustic masking effect of the 
human auditory system Whereby certain sounds are humanly 
imperceptible When received along With other sounds. 
[0005] Arbitron has developed a neW and innovative tech 
nology called Critical Band Encoding Technology (CBET) 
that encompasses all forms of audio and video broadcasts in 
the measurement of audience participation. This technology 
dramatically increases the both the accuracy of the measure 
ment and the quantity of useable and effective data across all 
types of signal broadcasts. CBET is an encoding technique 
that Arbitron developed and that embeds identifying informa 
tion (ID code) or other information Within the audio portion of 
a broadcast. An audio signal is broadcast Within the actual 
audio signal of the program, in a manner that makes the ID 
code inaudible, to all locations the program is broadcast, for 
example, a car radio, home stereo, computer netWork, televi 
sion, etc. This embedded audio signal or ID code is then 
picked up by small (pager-size) specially designed receiving 
stations called Portable People Meters (PPM), Which capture 
the encoded identifying signal, and store the information 
along With a time stamp in memory for retrieval at a later time. 
A microphone contained Within the PPM receives the audio 
signal, Which contains Within it the ID code. 
[0006] Further disclosures related to CBET encoding may 
be found in US. Pat. No. 5,450,490 and US. Pat. No. 5,764, 
763 (Jensen et al.) in Which information is represented by a 
multiple-frequency code signal Which is incorporated into an 
audio signal based upon the masking ability of the audio 
signal. Additional examples include US. Pat. No. 6,871,180 
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(Neuhauser et al.) and US. Pat. No. 6,845,360 (Jensen et al.), 
Where numerous messages represented by multiple frequency 
code signals are incorporated to produce and encoded audio 
signal. Each of the above-mentioned patents is incorporated 
by reference in its entirety herein. 
[0007] The encoded audio signal described above is suit 
able for broadcast transmission and reception and may be 
adapted for Internet transmission, reception, recording and 
reproduction. When received, the audio signal is processed to 
detect the presence of the multiple-frequency code signal. 
Sometimes, only a portion of the multiple-frequency code 
signal, e.g., a number of single frequency code components, 
inserted into the original audio signal, is detected in the 
received audio signal. HoWever, if a su?icient quantity of 
code components is detected, the information signal itself 
may be recovered. 
[0008] Other means of Watermarking have been used in 
various forms to track multimedia over computer netWorks 
and to detect if a user is authoriZed to access and play the 
multimedia. For certain digital media, metadata is transmitted 
along With media signals. This metadata can be used to carry 
one or more identi?ers that are mapped to metadata or 

actions. The metadata can be encoded at the time of broadcast 
or prior to broadcasting. Decoding of the identi?er may be 
performed at a digital receiver. Other means of Watermarking 
include the combination of digital Watermarking With various 
encryption techniques knoWn in the art. 
[0009] While various encoding and Watermarking tech 
niques have been used to track and protect digital data, there 
have been insu?icient advances in the ?elds of cross-platform 
digital media monitoring. Speci?cally, in cases Where a per 
son’s exposure to Internet digital media is monitored in addi 
tion to exposure to other forms of digital media (e.g., radio, 
television, etc.), conventional Watermarking systems have 
shoWn themselves unable to effectively monitor and track 
media exposure. 

SUMMARY 

[0010] Accordingly, an audio beacon system, apparatus 
and method is disclosed for collecting information on a pan 
elist’s exposure to media. Under a preferred embodiment, the 
audio beacon is con?gured as on-device encoding technology 
that is operative in a panelist’s processing device (e.g., cell 
phone, PDA, PC) to enable the device to encode data and 
acoustically transmit it for a predetermined period of time. 
The acoustically transmitted data is received and processed 
by a portable audience measurement device, such as 
Arbitron’s Personal People MeterTM (“PPM”) or specially 
equipped cell phone, to enable audience measurement sys 
tems to achieve higher levels of detail on panel member 
activity and greater association of measurement devices to 
their respective panelists. 
[0011] Additional features and advantages of the various 
aspects of the present disclosure Will become apparent from 
the folloWing description of the preferred embodiments, 
Which description should be taken in conjunction With the 
accompanying draWings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0012] FIG. 1A is a block diagram illustrating a portion of 
an audio beaconing system under one exemplary embodi 
ment; 
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[0013] FIG. 1B is a block diagram illustrating another por 
tion of an audio beaconing system under the embodiment 
illustrated in FIG. 1A; 
[0014] FIG. 2 is a tabular illustration of an audio beaconing 
and audio matching process under another exemplary 
embodiment; 
[0015] FIG. 3 illustrates a block diagram of a server-side 
encoding process under yet another exemplary embodiment; 
[0016] FIG. 4 illustrates an exemplary Watermarking pro 
cess for a digital media ?le suitable for use in the embodiment 
of FIGS. 1A-B; and 
[0017] FIG. 5 illustrates a block diagram of a client-side 
encoding process under yet another exemplary embodiment. 

DETAILED DESCRIPTION 

[0018] FIG. 1A is an exemplary block diagram illustrating 
a portion of an audio beaconing system 150 under one 
embodiment, Where a Web page 110 is provided by a page 
developer and published on content server 100. The Web page 
preferably contains an embedded video player 111 and audio 
player 112 (that is preferably not visible), together With an 
application programming interface (API) 113. TheAPI 113 is 
embodied as a set of routines, data structures, object classes 
and/or protocols provided by libraries and/or operating sys 
tem services in order to support the video player 111 and 
audio player 112.Additionally, theAPI 113 may be language 
dependent (i.e. available only in a particular programming 
language) or language-independent (i.e., can be called from 
several programming languages, preferably an assembly/C 
level interface). Examples of suitableAPI’s include WindoWs 
API, Java Platform API, OpenGL, DirectX, Simple Direct 
Media Layer (SDL),YouTubeAPI, FacebookAPI and iPhone 
API, among others. 
[0019] In one preferred embodiment, API 113 is con?gured 
as a beaconing API object. Depending on the features desired, 
the API object may reside on an Audience Measurement 
(AM) server 120, so that the object may be remotely initial 
iZed, thus minimiZing the objects softWare’s exposure to pos 
sible tampering and to maintain security. Altemately, the API 
object can reside on the content server 100, Where the API 
object may be initialiZed under increased performance con 
ditions. 
[0020] When initialiZed, API 113 can communicate the 
folloWing properties: (1) the URL of the page playing the 
media, (2) URL of the media being served on the page, (3) any 
statically available media metadata, and (3) a timestamp. It is 
understood that additional properties may be communicated 
in API 113 as Well. In one con?guration of FIG. 1A, an 
initialiZation request is received by API 113, to create a code 
tone that is preferably unique for each Website and encode it 
on a small inaudible audio stream. Alternatively, the AM 
server 120 could generate a pre-encoded audio clip 101, With 
a code tone, for each site and forWard it on the content server 
100 in advance. 
[0021] The encoded audio stream Would then travel from 
content server 100 to the Web page 110 holding audio player 
110. In a preferred embodiment, audio player 110 may be set 
by the page developer as an object instance, Where the visible 
property of player 110 is oriented as “false” or set to a one 
by-one dimension in order to minimiZe the visual interference 
of the audio player With the Web page. The encoded audio 
stream may then be played out in parallel With the media 
content being received from the Web page 110. The encoded 
audio stream Would preferably repeat at predetermined time 
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periods through an on-device beacon 131 resident on a user 
device 130 as long as the user is on the same Website. The 
beacon 131, Would enable device 130 to acoustically transmit 
the encoded audio stream so that a suitably con?gured por 
table device 140 (e.g., PPM) can receive and process the 
encoded information. Beacon 131 could be embedded into an 
audio player resident on user device 130, or may be a stand 
alone application. 
[0022] A simpli?ed example further illustrates the opera 
tion of the system 150 of FIGS. 1A-B under an alternate 
embodiment. User device 130 requests content (e.g., http:// 
WWW.hulu.com/) from server 100. When the content is 
received in user device 130, PC meter softWare 132 collects 
and transmits Web measurement data to Internet measure 
ment database 141. One example of a PC meter is comScore’s 
Media MetrixTM software; further exemplary processes of 
Web metering may be found in US. Pat. No. 7,493,655, titled 
“Systems for and methods of placing user identi?cation in the 
header of data packets usable in user demographic reporting 
and collecting usage data” and US. Pat. No. 7,260,837, titled 
“Systems and methods for user identi?cation, user demo 
graphic reporting and collecting usage data usage biomet 
rics”, both of Which are incorporated by reference in their 
entirety herein. 
[0023] As Web measurement data is collected by PC meter 
132, beacon 131 acoustically transmits encoded audio, Which 
is received by portable device 140. In the exemplary embodi 
ment, the encoding for the beacon transmission may include 
data such as a timestamp, portable device ID, user device ID, 
household ID, or any similar information. In addition to the 
beacon data, portable device 140 additionally receives mul 
timedia data such as television and radio transmissions 142, 
Which may or may not be encoded, at different times. If 
encoded (e. g., CBET encoding), portable device can forWard 
transmissions 142 to audio matching server 160 (FIG. 1B) for 
decoding and matching With audio matching database 161. If 
transmissions 142 are not encoded, portable device 140 may 
employ sampling techniques for creating audio patterns or 
signatures, Which may also be transmitted to audio matching 
server 160 for pattern matching using techniques knoWn in 
the art. 

[0024] Audio beacon server 150, shoWn in FIG. 1B, 
receives and processes/decodes beacon data from portable 
device 140. Under an alternate embodiment, it is possible to 
combine audio matching server 160 and audio beacon server 
150 to collectively process both types of data. Data from 
Audio beacon server 150 and audio matching server 160 is 
transmitted to Internet measurement database 141, Where the 
Web measurement data could be combined With audio beacon 
data and data from the audio matching server to provide a 
comprehensive collection of panelist media exposure data. 
[0025] Under another exemplary embodiment, the video 
and audio players of Webpage 110 are con?gured to operate as 
Flash Video, Which is a ?le format used to deliver video over 
the Internet using AdobeTM Flash Player. The Flash Player 
typically executes ShockWave Flash “SWF” ?les and has 
support for a scripting language called ActionScript, Which 
can be used to display FlashVideo from an SWF ?le. Because 
the Flash Player runs as a broWser plug-in, it is possible to 
embed Flash Video in Web pages and vieW the video Within a 
Web broWser. Commonly, Flash Video ?les contain video bit 
streams Which are a variant of the H.263 video standard, and 
include support for H.264 video standard (i.e., “MPEG-4 part 
10”, or “AVC”). Audio in FlashVideo ?les (“FLV”) is usually 
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encoded as MP3, but can also accommodate uncompressed 
audio or ADPCM format audio. 

[0026] Continuing With the embodiment, video beacons 
can be embedded Within an action script that Will be running 
Within the video Flash Player’s run time environment on Web 
page 110. When an action script associated With Web page 
110 gets loaded as a result of the access to the page, the script 
gets activated and triggers a “video beacon”, Which extracts 
and store URL information on a server (e.g., content server 

100), and launches the video Flash Player. By inserting an 
audio beacon in the same action script, the audio beacon Will 
be triggered by the video player. Once triggered, the audio 
beacon may access AM server 120 to load a pre-recorded 
audio ?le containing a special embedded compatible code 
(e.g., CBET). This pre-recoded audio ?le Would be utiliZed 
for beacon 131 to transmit for a given period of time (e.g., 
every x seconds). 
[0027] As a result, the beacon 131 audio player runs as a 
“shadoW player” in parallel to the video Flash Player. If a 
portable device 140 is in proximity to user device 130, por 
table device 140 Will detect the code and reports it to audio 
beacon server 150. Depending on the level of cooperation 
betWeen the audio and video beacon, the URL information 
can also be deposited onto beacon server 150 along With 
codes that Would alloW an audience measurement entity to 
correlate and/or calibrate various measurements With demo 
graphic data. 
[0028] Under the present disclosure, media data may be 
processed in a myriad of Ways for conducting customiZed 
panel research. As an example, each user device 130 may 
install on-device measurement softWare (PC meter 132) 
Which includes one or more Web activity monitoring applica 
tions, as Well as beacon softWare 131. It is understood that the 
Web activity monitoring application and the beacon softWare 
may be individual applications, or may be merged into a 
single application. 
[0029] The Web activity monitoring application collects 
Web activities data from the user device 130 (e.g., site ID, 
video page URL, video ?le URL, start and end timestamp and 
any additional metadata about videosite information, URL 
information, time, etc.) and additionally assigns a unique ID, 
such as a globally unique identi?er or “GUID”, to each 
device. For the beacon 131, a unique composite ID may be 
assigned including a household ID (“HHID”) and a unique 
user device ID for each device in the household (e.g., up to 10 
devices for a family), as Well as a portable device ID (PP 
MID). Panelist demographic data may be included for each 
Web activity on the device. 

[0030] Continuing With the example, beacon 131 emits an 
audio beacon code (ABC) for device in the household by 
encoding an assigned device ID number and acoustically 
sending it to portable device 140 to identify the device. Por 
table device 140 collects the device ID and sends it to a 
database along With HHID and/or PPM ID and the timestamp. 
Preferably, a PPMID is alWays mapped to a HHID in the 
backend; alternately an HHID can be set Within each PPMID. 

[0031] The Web activity monitoring and beacon applica 
tions may pass information to each other as needed. Both can 
upload information to a designated server for additional pro 
ces sing. A directory of panelists ’ devices is built to contain the 
GUID, HHID, and device ID for panel, and the directory 
could be used to correlate panelist demographic data and Web 
measurement data. 
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[0032] Turning to FIG. 2, a tabular illustration of an audio 
beaconing and audio matching process under another an 
exemplary embodiment is provided. Speci?cally, the table 
illustrates a combination of audio beaconing and audio 
matching and its application to track a video on a content site, 
such as Hulu.com. FIG. 2. Timeline 200 shoWs in sections a 
scenario Where a user/panelist plays a ten minute video on 
Hulu.com. Activities 201 shoWs actions taken in user system 
150 Where a video is loaded in the user device 130, and 
played. At the 5 minute mark (301 sec.), a 15 second adver 
tisement is served. At the conclusion of the advertisement 
(316 sec.), the video continues to play until its conclusion 
(600 sec.). 
[0033] During this time, audio beacon activities 202 are 
illustrated, Where, under one embodiment, on-device beacon 
131 transmits continuous audio representing the Website 
(Hulu.com). In addition, beacon also transmits a timestamp, 
portable device ID, user device ID, household ID and/ or any 
other data in accordance With the techniques described above. 
Under an alternate embodiment shoWn in 203, additional data 
may be transmitted in the beacon to include URLs and video 
ID’s When a video is loaded and played. As the advertisement 
is served, an event beacon, Which may include advertisement 
URL data, is transmitted. At the conclusion of the video, a 
video end beacon is transmitted to indicate the user/ panelist is 
no longer vieWing speci?c media. 
[0034] When the video and advertisement is loaded and 
played, additional audio matching may occur in the portable 
device 140, in addition With audio matching processes 
explained above in relation to FIGS. 1A-B. Referring to audio 
matching events 204, portable device data 205 and end-user 
experience 206 of FIG. 2, portable device data (e.g., demo 
graphic ID data) is overlayed along With site information 
(URL, video ID, etc.) When a video is loaded. When the video 
is played, audio signatures may be sampled periodically by 
portable device 140, until a content match is achieved. The 
audio signatures may be obtained through encoding, pattern 
matching, or any other suitable technique. When a match is 
found, portable device data is overlayed to indicate that a 
content match exists. Further signature samples are taken to 
ensure that the same content is being vieWed. When an adver 
tisement is served, the sampled signature Will indicate that 
different content is being vieWed, at Which point the portable 
device data is overlayed in the system. When the video 
resumes, the audio signature indicates the same video is 
played, and portable device data is overlayed through the end 
of the video as shoWn in FIG. 2. 

[0035] As explained above, signature sampling/audio 
matching alloWs the system 150 to identify and incorporate 
additional data on the users/panelists and the content being 
vieWed. Under a typical con?guration, the content provider 
media (e. g., Hulu, Facebook, etc.) may be sampled in advance 
to establish respective signatures for content and stored in a 
matching database (e.g., audio matching server 160). The 
portable device 140 Would be equipped With audio matching 
softWare, so that, When a panelist is in the vicinity of user 
device 130, audio matching techniques are used to collect the 
signature, or “audio ?ngerprint” for the incoming stream. The 
signatures Would then be matched against the signatures in 
the matching database to identify the content. 
[0036] It is understood by those skilled in the art hoWever, 
that encoding techniques may also be employed to identify 
content data. Under such a con?guration, content is encoded 
prior to transmission to include data relating to the content 
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itself and the originating content site. Additionally, data relat 
ing to possible referral sites (e.g., Facebook, MySpace, etc.) 
may be included. Under one embodiment, a content manage 
ment system may be arranged for content distributors to 
choose speci?c ?les for a corresponding referral site. 
[0037] For the media data encoding, several advantageous 
and suitable techniques for encoding audience measurement 
data in audio data are disclosed in US. Pat. No. 5,764,763 to 
James M. Jensen, et al., Which is assigned to the assignee of 
the present application, and Which is incorporated by refer 
ence herein. Other appropriate encoding techniques are dis 
closed in US. Pat. No. 5,579,124 to Aijala, et al., US. Pat. 
Nos. 5,574,962, 5,581,800 and 5,787,334 to Fardeau, et al., 
US. Pat. No. 5,450,490 to Jensen, et al., and US. patent 
application Ser. No. 09/318,045, in the names of Neuhauser, 
et al., each of Which is assigned to the assignee of the present 
application and all of Which are incorporated by reference in 
their entirety herein. 
[0038] Still other suitable encoding techniques are the sub 
ject of PCT Publication WO 00/04662 to Srinivasan, US. Pat. 
No. 5,319,735 to Preuss, et al., US. Pat. No. 6,175,627 to 
Petrovich, et al., US. Pat. No. 5,828,325 to WoloseWicZ, et 
al., US. Pat. No. 6,154,484 to Lee, et al., US. Pat. No. 
5,945,932 to Smith, et al., PCT Publication WO 99/59275 to 
Lu, et al., PCT Publication WO 98/26529 to Lu, et al., and 
PCT Publication WO 96/27264 to Lu, et al, all of Which are 
incorporated by reference in their entirety herein. 
[0039] Variations on the encoding techniques described 
above are also possible. Under one embodiment, the encoder 
may be based on a Streaming Audio Encoding System 
(SAES) that operates under a set of sample rates and is inte 
grated With media transcoding automation technology, such 
as Telestream’s FlipFactoryTM softWare. Also, the encoder 
may be embodied as a console mode application, Written in a 
general-purpose computer programming language such as 
“C”. Altemately, the encoder may be implemented as a Java 
Native Interface (JNI) to alloW code running in a virtual 
machine to call and be called by native applications, Where 
the JNI Would include a JNI shared library for control using 
Java classes. The encoder payloads Would be con?gured 
using specially Written Java classes. Under this embodiment, 
the encoder Would use the information hiding abstractions of 
an encoder payload Which de?nes a single message. Under a 
preferred embodiment, the JNI encoder Would operate using 
a 44.1 kHZ sample rate. 
[0040] Examples of symbol con?gurations and message 
structures are provided beloW. One exemplary symbol con 
?guration uses four data symbols and one end symbol de?ned 
for a total of ?ve symbols. Each symbol may comprise ?ve 
tones, With one tone coming from each of ?ve standard Barks. 
One exemplary illustration of Bark scale edges (in Hertz), 
Would be {920, 1080, 1270, 1480, 1720, 2000}. The bins are 
preferably spaced on a 4><3.90625 grid in order to provide 
lighter processing demands, particularly in cases using 
decoders based on 512 point fast Fourier transform (EFT). an 
exemplary bin structure is provided beloW: 
[0041] Symbol 0: {248, 292, 344, 400, 468} 
[0042] Symbol 1: {252, 296, 348, 404, 472} 
[0043] Symbol 2: {256, 300, 352, 408, 476} 
[0044] Symbol 3: {260, 304, 356, 412, 480} 
[0045] End Marker Symbol: {264, 308, 360, 416, 484} 
[0046] Regarding message structure, an exemplary mes 
sage Would comprise 20 symbols, each being 400 millisec 
onds in duration, for a total duration of 8 seconds. Under this 
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embodiment, the ?rst 3 symbols could be designated as 
match/check criteria symbols, Which are the simple sum of 
the data symbols. The folloWing 16 symbols Would then be 
designated as data symbols, leaving the last symbol as an end 
symbol used for a marker. Under this con?guration, the total 
number of possible symbols Would be 416 or 4,294,967,296 
symbols. 
[0047] [Variations in the algorithmic process for encoding 
are possible as Well under the present disclosure. For 
example, a core sampling rate of 5.5125 kHZ may be used 
instead of 8 kHZ to alloW doWn-sampling from 44.1 kHZ to be 
e?iciently performed Without pre-?lter (to eliminate aliasing 
components) folloWed by conversion ?lter to 48 kHZ. Such a 
con?guration should have no effect on code tone grid spacing 
since the output frequency generation is independent of the 
core sampling rate. Additionally, this con?guration Would 
limit the top end of the usable frequency span to about 2 kHZ 
(as opposed to 3 kHZ under conventional techniques) since 
frequency space should be left for ?lters With practical num 
bers of taps. 
[0048] Additional variations could include using one code 
tone per critical band instead of tWo since the Barks are 
related to critical bands. AS a result, the poWers of the code 
tones do not have to be allocated across tWo tones, since tones 
Within a critical band are combined in the ears during play 
back. This con?guration Would alloW each of the 5 code tones 
to be more poWerful for the same levels, thus improving the 
odds of subsequent detection. Using a 16 point overlap of a 
256 point large FFT Would result in amplitude updates every 
2.9 milliseconds for encoding instead of every 2 milliseconds 
for standard CBET techniques. Accordingly, feWer large 
FFTs are calculated under a tighter bin resolution of 21 .5 HZ 
instead of31.25 HZ. 

[0049] The psychoacoustic model calculations used for the 
encoding algorithm under the present disclosure may vary 
from traditional techniques as Well. In one embodiment, bin 
spans of the clumps may be set by Bark boundaries instead of 
being Wholly based on Critical BandWidth criteria. By using 
Bark boundaries, a speci?c bin Will not contribute to the 
encoding poWer level of multiple clumps, Which provides less 
coupling betWeen code amplitudes of adjacent clumps. When 
producing Equivalent Large FFTs, a comparison may be 
made of the most recent 16 point Small FFT results to a 
history of squared sums to simplify calculations. 
[0050] For noise poWer computation, the encoding algo 
rithm under the present disclosure Would preferably use 3 bin 
values over a clump: the minimum bin poWer (MIN), the 
maximum bin poWer (MAX), and the average bin poWer 
(AVG). Under this arrangement, the bin values could be mod 
eled as folloWs: 

IF (MAX > (2 * MIN)) 
PWR = MIN 

ELSE 
PWR = AVG 

Here, PWR may be scaled by a predetermined factor to pro 
duce masking energy. 
[0051] A similar algorithm could also be used to create a 48 
kHZ native encoder using a core sample rate of 6 kHZ and a 
large FFT bin resolution of 23.4375 HZ calculated every 2.67 
milliseconds. Such a con?guration Would differ slightly in 
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detection ef?ciency and inaudibility from the embodiments 
described above, but it is anticipated that the differences 
Would be slight. 
[0052] With regards to decoding, an exemplary con?gura 
tion Would include a software decoder based on a JNI shared 
library, Which performs calculations up through the bin sig 
nal-to-noise ratios. Such a con?guration Would alloW an 
external application to de?ne the symbols and perform pat 
tern matching. Such steps Would be handled in a Java envi 
ronment using an information hiding extraction of a decoder 
payload, Where decoder payloads are created using specially 
Written Java classes. 
[0053] Turning to FIG. 3, an exemplary server-side encod 
ing embodiment is illustrated. In this example, content server 
100 has content 320, Which includes a media ?le 302 con?g 
ured to be requested and played on media player 301 residing 
on user device 130. When media ?le 302 is initialiZed, audio 
is extracted from the media ?le and, if the audio is encoded 
(e. g., MP3 audio), subjected to audio decoding in 304 to 
produce raW audio 305. To encode the audio for beaconing, 
device ID, HHID and/or PPMID data is provided for ?rst 
encoding 306 the data into the raW audio 305, using any 
suitable technique (e.g., CBET) described above. 
[0054] After the ?rst encoding, the audio data is then sub 
jected to a second encoding to transform the audio into a 
suitable format (e.g., MP3) to produce fully encoded audio 
308, Which is subsequently transmitted to media player 301 
and beaconed to portable device 140. Altemately, encoded 
audio 308 may be produced in advance and stored as part of 
media ?le 302. During the encoding process illustrated in 
FIG. 3, care must be taken to account for processing delays to 
ensure that the encoded audio is properly synchronized With 
any video content in media ?le 302. 
[0055] The server-side encoding may be implemented 
under a number of different options. A ?rst option Would be to 
implement a pre-encoded beacon, Where the encoder (306) 
Would be con?gured as a graphical programming & structure 
editing (GPSE) incarnation to encode audio With a simple one 
of N beacon. The user device Would be equipped With a 
softWare decoder as described above Which is invoked When 
media is played. The pre-encoded beacon Would establish a 
message link Which could be used, along With an identi?er 
from the capturing portable device 140, in order to assign 
credit. The encoding shared library Would preferably be resi 
dent at the content site (100) as part of the encoding engine, 
along With the LAS. Such a con?guration Would alloW the 
transcoding and encoding to be ?t into the content site Work 
How. 
[0056] Another option for server-side encoding could 
include a pre-encoded data load, Where a GPSE incarnation of 
the encoding is used to encode the audio With a message that 
is based on the metadata or the assigned URL. This estab 
lishes a message link Which can be used, along With an iden 
ti?er from the capturing portable device 140, in order to 
assign credit. The encoding shared library is preferably resi 
dent at the content site (100), as part of the encoding engine 
under the GPSE frameWork, along With the LAS. Again, this 
con?guration Would alloW the transcoding and encoding to be 
?t into the content site Work?oW. 
[0057] Yet another option for server-side encoding could 
include “on-the-?y” encoding. If a video is being streamed to 
a panelist, encoding may be inserted in the stream along With 
a transcoding object. The encoding may be used to encode the 
audio With a simple one of N beacon, and the panelist user 
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device 130 Would contain softWare decoding Which is 
invoked When the video is played. This also establishes a 
message link Which can be used, along With an identi?er from 
the capturing portable device 140, in order to assign credit. 
The encoding shared library is preferably resident at the con 
tent site (100), as part of the encoding engine under the GPSE 
frameWork, along With the LAS. Under a preferred embodi 
ment, an ActionScript Would invoke the decoding along With 
a suitable transcoding object. 
[0058] FIG. 4 illustrates an alternate embodiment for 
encoding media under a Flash Video platform 410, Where the 
content is preferably encoded in advance. As raW audio from 
a video ?le or other source 400 is received, the audio is 
subjected to Water mark encoding 401, Which may include 
such techniques as CBET encoding. Once encoded, the audio 
is formatted as a Flash ?le using Adobe Tools 402 such as FLV 
Creator and SWF Compiler. Once compiled, the ?le is further 
formatted using Flash-supported codecs (e.g., H.264, VP6, 
MPEG-4 ASP, Sorenson H.263) and compression 403 to pro 
duce a Watermarked A/V stream or ?le 404. 

[0059] FIG. 5 provides another alternate embodiment that 
illustrates client-side encoding and processing. In this 
example, user device 130 requests media data. In response to 
the request, a media ?le 531 residing on content server 100 is 
subsequently streamed to the device’s broWser 520 arranged 
on user’s Workspace 510. Media player 521 plays the 
streamed content and produces raW audio 511. A client-side 
ActionScript noti?es broWser 522 and encoder 522 to capture 
the raW audio on the device’s sound mixer, or microphone 
(not shoWn), and to encode data using a suitable encoding 
technique (e. g., CBET). The encoding constructs the data for 
an independent audio beacon using the captured audio and 
other data (e. g., device ID, HHID, etc.) Where portable device 
140 picks up the beacon and forWards the data to an appro 
priate server for further processing and panel data evaluation. 
[0060] Similar to the server-side embodiment disclosed in 
FIG. 3, care must be taken in the softWare to account for 
processing delays in audio pickup and (CBET) encoding of 
the audio beacon. Preferably, synchronization betWeen audio 
beacon playback and audio playback (speci?cally FLV play 
back) should be accounted for. In alternate embodiments, 
communication betWeen media player 521 and encoder 522 
could be throughActionScript interface APIs, such as “Exter 
nalInterface”, Which is an application programming interface 
that enables straightforWard communicationbetWeenAction 
Script and a Flash Player container; for example, an HTML 
page With JavaScript, or a desktop application With Flash 
Player embedded, along With encoder application 522. To get 
information on the container application, an ActionScript 
interface could be used to call code in the container applica 
tion, including a Web page or desktop application. Addition 
ally, ActionScript code could be called from code in the 
container application. Also, a proxy could be created to sim 
plify calling ActionScript code from the container applica 
tion. 

[0061] For the panel-side encoding, a beacon embodiment 
may be enabled by having an encoding message being one 
from a relatively small set (e. g., l of l 2), and Where each user 
device 130 is assigned a different message. When portable 
device 140 detects the encoded message, it identi?es the user 
device 130. Altemately, the encoding message may be a hash 
of the site and/or URL information gleaned from the meta 
data. When a panelist portable device 140 detects and reports 
the encoded message, a reverse hash can be used to identify 
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the site, Where the hash could be resolved on one or more 
remote server (e.g., sever 160). 
[0062] Various embodiments disclosed herein provide 
devices, systems and methods for performing various func 
tions using an audience measurement system that includes 
audio beaconing. Although speci?c embodiments are 
described herein, those skilled in the art recogniZe that other 
embodiments may be substituted for the speci?c embodi 
ments shoWn to achieve the same purpose. As an example, 
although terms like “portable” are used to describe different 
components, it is understood that other, ?xed, devices may 
perform the same or equivalent functions. Also, While speci?c 
communication protocols are mentioned in this document, 
one skilled in the art Would appreciate that other protocols 
may be used or substituted. This application covers any adap 
tations or variations of the present invention. Therefore, the 
present invention is limited only by the claims and all avail 
able equivalents. 
What is claimed is: 
1. A method for measuring and communicating media 

exposure, comprising the steps of: 
receiving media data in a user device; 
obtaining ?rst characteristic data from the media data in the 

user device; 
encoding the media data With second characteristic data, 

Wherein the media data is encoded in a manner that 
alloWs the second characteristic data to be acoustically 
transmitted With the media data to a remote location. 

2. The method according to claim 1, Wherein the ?rst 
characteristic data is obtained from one of a site ID, URL 
page, URL ?le and timestamp. 

3. The method according to claim 2, Wherein a unique 
identi?er is appended to the ?rst characteristic data. 

4. The method according to claim 3, Wherein the second 
characteristic data is one of a unique user device ID, a house 
hold ID (HHID), a portable device ID (PPMID), and another 
timsestamp. 

5. The method according to claim 4, Wherein the media 
data comprises audio data, and Wherein the second character 
istic data is encoded to the audio data using an application 
programming interface. 

6. The method according to claim 1, Wherein the encoding 
is performed by embedding the second characteristic data 
Within the audio data Where the second characteristic is audi 
bly imperceptible Within the audio data. 

7. A method for measuring and communicating media 
exposure, comprising the steps of: 

receiving media data in a user device, said media data 
comprising audio data; 

obtaining ?rst characteristic data from the media data in the 
user device; 
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sampling at least a portion of the audio data in the user 
device, Wherein the sampled portion is processed in the 
user device to be subsequently formed as an audio sig 
nature; and 

encoding the media data With second characteristic data, 
Wherein the second characteristic data is acoustically 
transmitted to a remote location. 

8. The method according to claim 7, Wherein the ?rst 
characteristic data is obtained from one of a site ID, URL 
page, URL ?le and timestamp. 

9. The method according to claim 8, Wherein a unique 
identi?er is appended to the ?rst characteristic data. 

10. The method according to claim 9, Wherein the second 
characteristic data is one of a unique user device ID, a house 
hold ID (HHID), a portable device ID (PPMID), and another 
timsestamp. 

11. The method according to claim 10, Wherein the second 
characteristic data is encoded to the media data using an 
application programming interface. 

12. The method according to claim 7, Wherein the encoding 
is performed by embedding the second characteristic data 
Within the audio data Where the second characteristic is audi 
bly imperceptible Within the audio data. 

13. A method for measuring media exposure in a process 
ing system, the method comprising the steps of: 

receiving ?rst characteristic data related to media data that 
Was accessed at a user device, said media data compris 
ing audio data; 

receiving second characteristic data related to the media 
data, the second characteristic data being different from 
the ?rst characteristic data, Wherein said second charac 
teristic data is related to previous acoustic encoding 
performed in the audio data received at the user device; 
and 

correlating the ?rst and second characteristic data. 
14. The method according to claim 13, Wherein the ?rst 

characteristic data is obtained from one of a site ID, URL 
page, URL ?le and timestamp related to the media data. 

15. The method according to claim 14, Wherein the ?rst 
characteristic data further comprises a unique identi?er 
related to the user device. 

16. The method according to claim 15, Wherein the second 
characteristic data is one of a unique user device ID, a house 
hold ID (HHID), a portable device ID (PPMID), and another 
timsestamp related to the user device. 

17. The method according to claim 16, Wherein the acous 
tic encoding of the second characteristic comprises embed 
ding the second characteristic data Within the audio data 
Where the second characteristic is audibly imperceptible 
Within the audio data. 


